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Lecture 1: Lie algebra cohomology

In this lecture we will introduce the Chevalley–Eilenberg cohomology of a Lie
algebra, which will be morally one half of the BRST cohomology.

1.1 Cohomology

Let C be a vector space and d : C → C a linear transformation. If d 2 = 0 we
say that (C,d) is a (differential) complex. We call C the cochains and d the
differential. Vectors in the kernel Z = kerd are called cocycles and those in the
image B = Imd are called coboundaries. Because d 2 = 0, B ⊂ Z and we can
define the cohomology

H(C,d) := Z/B .

It is an important observation that H is not a subspace of Z, but a quotient. It
is a subquotient of C. Elements of H are equivalence classes of cocycles—two
cocycles being equivalent if their difference is a coboundary.

Having said this, with additional structure it is often the case that we can choose
a privileged representative cocycle for each cohomology class and in this way
view H as a subspace of C. For example, if C has a (positive-definite) inner
product and if d∗ is the adjoint with respect to this inner product, then one can
show that every cohomology class contains a unique cocycle which is annihil-
ated also by d∗.

Most complexes we will meet will be graded. This means that C = ⊕
n Cn and

d has degree 1, so it breaks up into a sequence of maps dn : Cn → Cn+1, which
satisfy dn+1 ◦dn = 0. Such complexes are usually denoted (C•,d) and depicted
as a sequence of linear maps

· · · −−−−→ Cn−1 dn−1−−−−→ Cn dn−−−−→ Cn+1 −−−−→ ·· ·
the composition of any two being zero. The cohomology is now also a graded
vector space H(C•,d) =⊕

n Hn , where

Hn = Zn/Bn ,

with Zn = kerdn : Cn → Cn+1 and Bn = Imdn−1 : Cn−1 → Cn .

The example most people meet for the first time is the de Rham complex of dif-
ferential forms on a smooth m-dimensional manifold M, where Cn =Ωn(M) and
d :Ωn(M) →Ωn+1(M) is the exterior derivative. This example is special in that it
has an additional structure, namely a graded commutative multiplication given
by the wedge product of forms. Moreover the exterior derivative is a derivation
over the wedge product, turning (Ω•(M),d) into a differential graded algebra. In
particular the de Rham cohomology H•(M) has a well-defined multiplication in-
duced from the wedge product. If M is riemannian, compact and orientable one
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has the celebrated Hodge decomposition theorem stating that in every de Rham
cohomology class there is a unique smooth harmonic form.

The second example most people meet is that of a Lie group G. The de Rham
complexΩ•(G) has a subcomplex consisting of the left-invariant differential forms.
(They form a subcomplex because the exterior derivative commutes with pull-
backs.) A left-invariant p-form is uniquely determined by its value at the iden-
tity, where it defines a linear mapΛpg→R, where we have identified the tangent
space at the identity with the Lie algebra g—in other words, an element ofΛpg∗.
The exterior derivative then induces a linear map also called d :Λpg∗ →Λp+1g∗.
When G is compact one can show that the cohomology of the left-invariant sub-
complex is isomorphic to the de Rham cohomology of G, thus reducing in effect
a topological calculation (the de Rham cohomology) to a linear algebra prob-
lem (the so-called Lie algebra cohomology). Indeed, one can show that every
de Rham class has a unique bi-invariant representative and these are precisely
the harmonic forms relative to a bi-invariant metric.

1.2 Lie algebra cohomology

Let g be a finite-dimensional Lie algebra and M a representation, with % : g →
EndM the structure map:

%(X)%(Y)−%(Y)%(X) = %([X,Y]) (1)

for all X,Y ∈ g. We will refer to M together with the map % as a g-module. (The
nomenclature stems from the fact that M is an honest module over an honest
ring: the universal enveloping algebra of g.)

Define the space of linear maps

Cp (g;M) := Hom(Λpg,M) ∼=Λpg∗⊗M

which we call the space of p-forms on g with values in M.

We now define a differential d : Cp (g;M) → Cp+1(g;M) as follows:

• for m ∈M, let dm(X) = %(X)m for all X ∈ g;

• for α ∈ g∗, let dα(X,Y) =−α([X,Y]) for all X,Y ∈ g;

• extend it to Λ•g∗ by

d(α∧β) = dα∧β+ (−1)|α|α∧dβ , (2)

• and extend it to Λ•g∗⊗M by

d(ω⊗m) = dω⊗m + (−1)|ω|ω∧dm . (3)
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We check that d 2m = 0 for all m ∈ M using (1) and that d 2α = 0 for all α ∈ g∗

because of the Jacobi identity. It then follows by induction using (2) and (3) that
d 2 = 0 everywhere.

We have thus defined a graded differential complex

· · · −−−−→ Cp−1(g;M)
d−−−−→ Cp (g;M)

d−−−−→ Cp+1(g;M) −−−−→ ·· ·
called the Chevalley–Eilenberg complex of g with values in M. Its cohomology

Hp (g;M) = kerd : Cp (g;M) → Cp+1(g;M)

Imd : Cp−1(g;M) → Cp (g;M)

is called the Lie algebra cohomology of g with values in M.

It is easy to see that

H0(g;M) =Mg := {
m ∈M

∣∣%(X)m = 0 ∀X ∈ g
}

;

that is, the invariants of M. This simple observation will be crucial to the aim of
these lectures.

It is not hard to show that Hp (g;M⊕N) ∼= Hp (g;M)⊕Hp (g;N).

We can take M to be the trivial one-dimensional module, in which case we write
simply H•(g) for the cohomology. A simplified version of the Whitehead lemmas
say that if g is semisimple then H1(g) = H2(g) = 0. Indeed, it is not hard to show
that

H1(g) ∼= g/[g,g] ,

where [g,g] is the first derived ideal.

In general, the second cohomology H2(g) is isomorphic to the space of equival-
ence classes of central extensions of g.

We can take M = g with the adjoint representation % = ad. The groups H•(g;g)
contain structural information about g. It can be shown, for example, that H1(g;g)
is the space of outer derivations, whereas H2(g;g) is the space of nontrivial in-
finitesimal deformations. Similarly the obstructions to integrating (formally) an
infinitesimal deformation live in H3(g;g).

One can also show that a Lie algebra g is semisimple if and only if H1(g;M) = 0
for every finite-dimensional module M.

Using Lie algebra cohomology one can give elementary algebraic proofs of im-
portant results such as Weyl’s reducibility theorem, which states that every finite-
dimensional module of a semisimple Lie algebra is isomorphic to a direct sum of
irreducibles, and the Levi-Mal’čev theorem, which states that a finite-dimensional
Lie algebra is isomorphic to the semidirect product of a semisimple and a solv-
able Lie algebra (the radical).
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1.3 An operator expression for d

On Λ•g∗ we have two natural operations. If α ∈ g∗ we define ε(α) : Λpg∗ →
Λp+1g∗ by wedging with α:

ε(α)ω= α∧ω .

Similarly, if X ∈ g, then we define ı(X) :Λpg∗ →Λp−1g∗ by contracting with X:

ı(X)α= α(X) for α ∈ g∗

and extending it as an odd derivation

ı(X)(α∧β) = ı(X)α∧β+ (−1)|α|α∧ ı(X)β

to all of Λ•g∗. Notice that ε(α)ı(X)+ ı(X)ε(α) = α(X)id.

Let (Xi ) and (αi ) be canonically dual bases for g and g∗ respectively. In terms
of these operations and the structure map of the g-module M, we can write the
differential as

d = ε(αi )%(Xi )− 1
2ε(αi )ε(α j )ı([Xi ,X j ]) ,

where we here in the sequel we use the Einstein summation convention.

It is customary to introduce the ghost c i := ε(αi ) and the antighost bi := ı(Xi ),
in terms of which, and abstracting the structure map %, we can rewrite the dif-
ferential as

d = c i Xi − 1
2 f k

i j c i c j bk ,

where [Xi ,X j ] = f k
i j Xk are the structure functions in this basis. To show that the

above operator is indeed the Chevalley–Eilenberg differential, one simply shows
that it agrees with it on generators

dm =αi ⊗Xi m and dαk =−1
2 f k

i jα
i ∧α j .

Finally, let us remark that using c i b j +b j c i = δi
j and Xi X j −X j Xi = f k

i j Xk , it is

also possible to show directly that d 2 = 0.

1.4 Resolutions

We now come to a very useful technique in Lie algebra cohomology, which will
prove decisive in our construction of the BRST complex; that of a resolution.

Let g be a Lie algebra and M an g-module. By a projective resolution of M we
mean a complex (K•,δ) of g-modules

· · · δ−−−−→ Kp δ−−−−→ Kp−1 δ−−−−→ ·· · δ−−−−→ K1 δ−−−−→ K0 δ−−−−→ 0 ;
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that is, δ : Kp → Kp−1 is a g-map and δ2 = 0, such that its homology is concen-
trated in zero degree:

Hp (K•) ∼=
{
M , p = 0

0 , otherwise.

In this way we may augment the complex to an exact sequence

· · · δ−−−−→ K1 δ−−−−→ K0 ε−−−−→ M −−−−→ 0 ,

where ε : K0 → K0/δK1 = M is the canonical projection. Tensoring this exact
sequence with Λpg∗, we automatically obtain a projective resolution for the g-
modules Cp (g;M):

· · · δ−−−−→ Cp (g;K1)
δ−−−−→ Cp (g;K0)

ε−−−−→ Cp (g;M) −−−−→ 0 ,

where the maps δ and ε simply ignore Λpg∗.

Since δ is a g-map, Problem 1.13 tells us that it will induce chain maps Cp (g;Kq ) →
Cp (g;Kq−1) with commuting squares:

Cp (g;Kq )
δ−−−−→ Cp (g;Kq−1)

d

y d

y
Cp+1(g;Kq )

δ−−−−→ Cp+1(g;Kq−1)

In other words, we have a bigraded complex Cp,q := Cp (g;Kq ) and two commut-
ing differentials:

• the Lie algebra differential d : Cp,q → Cp+1,q , and

• the differential from the resolution δ : Cp,q → Cp,q−1.

Let D = D′+D′′, where D′ = d and D′′ = (−1)pδ on Cp,q , where we introduced the
alternating signs so that D′ and D′′ anticommute. In other words, D2 = 0, so it is a
differential. However, D : Cp,q → Cp+1,q ⊕Cp,q−1 and hence does not respect the
bidegree, but only the total degree, which assigns p − q to Cp,q . Therefore we
have a graded complex (C •,D), where C n = ⊕

p−q=n Cp,q and D : C n → C n+1,
called the total complex.

The basic result is now the following:

Theorem 1.1.
Hn(C •) ∼= Hn(g;M) .

Proof. We will prove this by first interpreting cocycles and coboundaries in Cn(g;M)
in terms of objects in the bigraded complex C•,•, and then exhibiting two maps
between the cochains which send cocycles to cocycles and coboundaries to cobound-
aries and which are mutual inverses in cohomology.
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First of all notice that since M∼= K0/δK1,

Cn(g;M) ∼= Cn(g;K0)

Cn(g;δK1)
∼= Cn,0

δCn,1 .

Furthermore, the differential d : Cn(g;M) → Cn+1(g;M) is induced from the dif-
ferential d : Cn,0 → Cn+1,0 and projecting modulo δCn+1,1. This implies that

Zn(g;M) ∼=
{
ω ∈ Cn,0

∣∣dω ∈ δCn+1,1
}

δCn,1

Bn(g;M) ∼=
(
dCn−1,0 +δCn,1

)
δCn,1 .

From now on we will identify Zn(g;M) and Bn(g;M) with the spaces in the right-
hand sides of the above isomorphisms.

We now proceed to exhibit the maps between the cohomologies in the theorem.
Let ω ∈C n ; that is, ω=ω0 +ω1 +ω2 +·· · , where ωi ∈ Cn+i ,i . The cocycle condi-
tion Dω= 0 decomposes, according to the bidegree, into a number of equations:

D′′ω0 = 0

D′ω0 +D′′ω1 = 0

D′ω1 +D′′ω2 = 0

...

D′ωtop = 0 .

In particular, we see that ω0 is such that dω0 ∈ δCn+1,1, whence it defines a
cocycle in Zn(g;M). If this cocycle is a coboundary, so that ω = Dϕ, for some
ϕ=ϕ0 +ϕ1 +·· · ∈C n−1 with ϕi ∈ Cn−1+i ,i , we have that, in particular,

ω0 = D′ϕ0 +D′′ϕ1 ∈ dCn−1,0 +δCn,1 ,

whence it defines a coboundary in Bn(g;M). In other words, the map ω 7→ ω0,
which projects onto the Cn,0 component, gives rise to a map in cohomology

Hn(C •) → Hn(g;M) . (4)

Conversely, suppose that ω0 ∈ Cn,0 defines a cocycle in Zn(g;M). This means
that D′ω0 ∈ D′′Cn+1,1, whence there is ω1 ∈ Cn+1,1 such that

D′ω0 +D′′ω1 = 0 .

Now,
D′′D′ω1 =−D′D′′ω1 = D′D′ω0 = 0 ,
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whence D′ω1 ∈ Cn+2,1 is a D′′-cocycle. But D′′ has no cohomology there, since
it is the differential of a resolution, hence D′ω1 has to be a D′′-coboundary. In
other words, there is some ω2 ∈ Cn+2,2 such that

D′ω1 +D′′ω2 = 0 .

Continuing in this way we arrive at ω=ω0+ω1+·· · ∈C n which is a a D-cocycle.
However, if ω0 is a coboundary, then there are ϕ0 ∈ Cn−1,0 and ϕ1 ∈ Cn,1 such
that ω0 = D′ϕ0 +D′′ϕ1. Hence we see that

D′′D′ϕ1 =−D′D′′ϕ1 =−D′(ω0 −D′ϕ0) =−D′ω0 = D′′ω1 ,

whence D′′(ω1 −D′ϕ1) = 0 and by the acyclicity there of D′′, there exists ϕ2 ∈
Cn+1,2 such that ω1 −D′ϕ1 = D′′ϕ2, and in this way we continue building ϕ =
ϕ0 +ϕ1 + ·· · ∈ C n−1 such that ω = Dϕ, and hence is a D-coboundary. In other
words, we have defined a map in cohomology

Hn(g;M) → Hn(C •) ,

which is easily seen to be inverse to the one in (4), thus proving the theorem.

1.5 Problems

Problem 1.1. An analogue of the Hodge decomposition theorem.
Let (E,d) be a finite-dimensional differential complex, where E has a euclidean
inner product. Let d∗ denote the adjoint of d . Prove that in each cohomology
class there is a unique cocycle which is annihilated by d∗ and which can be char-
acterized by the fact that it is the cocycle with the smallest norm in its cohomo-
logy class. Prove that the cohomology is isomorphic as a vector space to the
kernel of the “laplacian” 4 = dd∗ +d∗d ; hence every cohomology class has a
unique “harmonic” representative. The same is true for the de Rham cohomo-
logy of a compact orientable manifold, but the proof is more subtle due to the
infinite dimensionality of the spaces of differential forms.

Problem 1.2.
Let (C,d) be a differential complex and let 〈−,−〉 be a nondegenerate bilinear
form on C relative to which d is (skew)symmetric: 〈dc,c ′〉 = ±〈c,dc ′〉 for all
c,c ′ ∈ C. Prove that the cohomology inherits a nondegenerate bilinear form from
the restriction of the one on C to the cocycles.
Now assume that (C =⊕

n Cn ,d) is a graded complex, and that the bilinear form
〈−,−〉 pairs up Cn with C−n . Then show that Hn(C) ∼= H−n(C) as vector spaces.

Problem 1.3. A dual formulation of a Lie algebra.
Let V be a real vector space, V∗ its dual, andΛV∗ =⊕

p Λ
p V∗ its exterior algebra.
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We can think of Λp V∗ as the space of antisymmetric linear p-forms on V. Let d :
V∗ →Λ2V∗ be any linear map and extend it to a linear map d :Λp V∗ →Λp+1V∗

as a derivation; that is,

d(α∧β) = dα∧β+ (−)pα∧dβ

for α ∈Λp V∗. Prove the following:

1. If d 2α= 0 for all α ∈ V∗ then d 2 = 0 identically on ΛV∗.

2. Let d t : Λ2V → V be the transpose of d : V∗ → Λ2V∗. Then (V,d t ) is a Lie
algebra with Lie bracket d t if and only if d 2 = 0.

Problem 1.4. (Anti-)ghosts and the Chevalley–Eilenberg differential.
Let bi and c i be the operators introduced in Section 1.3. Recall that c i :Λpg∗ →
Λp+1g∗ is defined by c iω=αi ∧ω; and that bi :Λpg∗ →Λp−1g∗ is the derivation

defined by biα
j = δ

j
i . Prove the following identities:

1. bi c j + c j bi = δ
j
i ,

2. bi b j +b j bi = 0, and

3. c i c j + c j c i = 0.

Let M be a g-module with representation ρ : g → EndM. Then show that the
differential d computing H(g;M) is given by

d = c iρ(ei )− 1
2 f k

i j c i c j bk .

Show by explicit computation that d 2 = 0.

Problem 1.5. An explicit formula for the Chevalley–Eilenberg differential.
Show that if φ ∈ Cp (g;M), then

dφ(X1, . . . , xp+1) = ∑
1≤i< j≤p+1

(−1)i+ jφ([Xi ,X j ],X1, . . . , X̂i , . . . , X̂ j , . . . ,Xp+1)

−
p+1∑
i=1

(−1)i%(Xi )φ(X1, . . . , X̂i , . . . ,Xp+1) ,

where a hat over a Lie algebra element indicates its omission. Verify that it agrees
with the expressions for p = 0,1 derived in lecture:

dm(X) = %(X)m and dα(X,Y) = %(X)α(Y)−%(Y)α(X)−α([X,Y]) ,

for m ∈M and α : g→M.
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Problem 1.6. The Chevalley–Eilenberg complex as a g-module.
The Chevalley–Eilenberg complex is itself a g-module, where the action of g on
Λpg∗ is the p-exterior power of the coadjoint representation. For every X ∈ g,
define the linear map ıX :Λpg∗ →Λp−1g∗ by

ıXα= α(X) for α ∈ g∗

and extending as an odd derivation:

ıX(α∧β) = ıXα∧β+ (−1)|α|α∧ ıXβ .

Show that the action of g on the Chevalley–Eilenberg complex is given by

X ·φ= (ıXd +d ıX)φ ,

where φ ∈ Λpg∗⊗M. Deduce that d is a g-map and hence that the action of g

on the cohomology is trivial.

Problem 1.7.
A perfect Lie algebra is one in which every element can be written as a linear
combination of Lie brackets; that is, g is perfect when g = [g,g]. Prove that a
Lie algebra is perfect if and only if H1(g) = 0. Prove that semisimple Lie algeb-
ras are perfect. In fact, more generally, if g has no center and has an invariant
nondegenerate bilinear form, then it is perfect.

Problem 1.8. Cohomology and central extensions.
By a (real) central extension of a Lie algebra g we mean a Lie algebra structure
on the vector space g̃= g⊕R, which has the following form. Let (ei ,k) be a basis
for g̃. Then k is central in g̃ (that is, it commutes with everything) and the bracket
[ei ,e j ] develops an extra term:

[ei ,e j ] = f k
i j ek + ci j k ,

where f k
i j are the structure constants of g. Let c = 1

2 ci jα
i ∧α j ∈Λ2g∗. Prove that

c is a 2-cocycle.
A central extension g̃ is called trivial if it is isomorphic as a Lie algebra to g×R.
Show that the central extension defined by a 2-cocycle is trivial if and only if
the cocycle is also a coboundary. Hence H2(g) is in one-to-one correspondence
with nontrivial central extensions of g. Prove that a semisimple Lie algebra has
no nontrivial central extensions. In other words, H2(g) = 0 for g semisimple.

Problem 1.9. Cohomology and derivations.
Let δ : g→ g be a linear map. It is called a derivation if δ[X,Y] = [δX,Y]+ [X,δY].
A derivation is called inner, if for all X ∈ g, δX = [Z,X] for some Z ∈ g. Prove that
δ is a derivation if and only if αi ⊗δ(ei ) ∈ g∗⊗g is a 1-cocycle; and that it is an
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inner derivation when it is also a coboundary. The quotient H1(g;g) of all deriv-
ations by the inner derivations is the space of outer derivations. Prove that in a
semisimple Lie algebra, all derivations are inner. Notice that derivations form a
Lie algebra in which the inner derivations constitute an ideal. Therefore H1(g;g)
becomes a Lie algebra. More generally, one can show that H(g;g) is a Lie super-
algebra (with the degree offset by one from the natural one).
Let g possess an invariant inner product. We call such g self-dual. Prove that if
all derivations of g are inner, then g doesn’t admit any nontrivial central exten-
sions. Conversely, prove that if g doesn’t admit any nontrivial central extensions,
then all derivations which preserve the inner product (i.e., the antisymmetric
derivations) are inner.

Problem 1.10. Cohomology and deformations.
Given a vector space V, how many different Lie brackets can we define on it?1

A Lie bracket is a map Λ2g → g subject to the Jacobi identity. Therefore Lie al-
gebras on V are in one-to-one correspondence with the intersection of certain
quadrics (the Jacobi identity) on Λ2V∗⊗V. Let J(V) ⊂Λ2V∗⊗V denote the space
of solutions of the Jacobi identity.
Clearly not all points on J(V) correspond to different Lie algebras—Lie brackets
related by a change of basis in V yield the same Lie algebra. Therefore we define
the moduli space L(V) of Lie algebras on V as the quotient of J(V) by the action of
GL(V). L(V) may be a complicated object, but it is easy to probe its local structure
by looking in the neighbourhood of a point. In other words, given a Lie algebra
g with underlying vector space V, one can study the infinitesimal deformations
of the Lie bracket on g. Prove that the tangent space to J(V) at g is given by the
cocycles Z2(g;g). Prove that those cocycles which are also coboundaries are tan-
gent to the GL(V) orbit through g. Conclude that the tangent space to L(V) at g is
precisely H2(g;g). Prove that a semisimple Lie algebra is rigid; that is, it admits
no nontrivial infinitesimal deformations.
It’s not hard to show (Nijenhuis–Richardson) that there are an infinite set of ob-
structions to integrating (at least formally) a given infinitesimal deformation.
Each obstruction is a class in H3(g;g).

Problem 1.11. Cohomological criterion for semisimplicity.
Let g be a Lie algebra and let M denote a finite-dimensional g-module. Prove
the following:

1. If H1(g;M) = 0 for all M, then every finite-dimensional g-module is fully
reducible.

2. If every g-module is fully reducible, then g is semisimple.

3. Conclude that g is semisimple if and only if H1(g;M) = 0 for all M.

1This is a rhetorical question, not part of the problem!
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Problem 1.12. Chain maps.
Let (C,d) and (C′,d ′) be two differential complexes. Let ϕ : C → C′ be a lin-

ear map which commutes with the action of the differentials: ϕ ◦ d = d ′ ◦ϕ.
Such a ϕ is called a chain map. Prove that ϕ induces a map in cohomology
ϕ∗ : H(C) → H(C′). (Hint: Prove that ϕ sends cocycles to cocycles and cobound-
aries to coboundaries and argue from there.)

Problem 1.13. Functorial properties of cohomology.
This is boring to do in class—but it ought to be done. Let g and h be Lie al-

gebras and let ϕ : h → g be a homomorphism. Then let ϕ∗ : Λg∗ →Λh∗ denote
the natural map induced by ϕ. Also notice that if M is a g-module, then it be-
comes an h-module via ϕ. Putting this together we find a map also denoted
ϕ∗ : Λg∗⊗M → Λh∗⊗M. Prove that this map commutes with d . Therefore it
induces a map in cohomology ϕ∗ : H(g;M) → H(h;M).
Now let M and N be g-modules. Prove that any linear map f : M→N commut-
ing with the action of g induces a map f∗ : H(g;M) → H(g;N).
Finally prove the following isomorphism:

H(g;M⊕N) ∼= H(g;M)⊕H(g;N) .

(Hint : Abuse Problem 1.12.) If you only do one part of this problem, do the last
one!

Problem 1.14. The unavoidable snake lemma.
Let (A•,dA), (B•,dB) and (C•,dC) be graded complexes. Exact sequences

0 −−−−→ Ap λp−−−−→ Bp µp−−−−→ Cp −−−−→ 0 ,

for every p, where λp and µp are chain maps is called a (short) exact sequence
of graded complexes. Show that such a sequence induces a long exact sequence
in cohomology:

· · · // Hp (A) // Hp (B) // Hp (C) EDBC
GF@A

//____ Hp+1(C) // · · ·

Make sure you understand the map Hp (C) → Hp+1(A) and the fact that it is in-
duced by the differential.

Problem 1.15. Another snake.
Let M and N be g-modules and let ϕ : M→N be a g-map; that is, a linear map

commuting with the action of g. Show that ϕ induces a chain map C•(g;M) →
C•(g;N) and hence maps ϕ∗ : Hp (g;M) → Hp (g;N) for all p.
Now let

0 −−−−→ M
λ−−−−→ N

µ−−−−→ P −−−−→ 0
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be a short exact sequence of g-modules. Show that this induces an exact se-
quence of the corresponding Chevalley–Eilenberg complexes:

0 −−−−→ C•(g;M)
λ•−−−−→ C•(g;N)

µ•−−−−→ C•(g;P) −−−−→ 0 ,

and hence a long exact sequence in cohomology:

· · · // Hp (g;M) // Hp (g;N) // Hp (g;P) EDBC
GF@A

//____ Hp+1(g;M) // · · ·
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Lecture 2: Symplectic reduction

In this lecture we discuss group actions on symplectic manifolds and symplectic
reduction. We start with some generalities about group actions on manifolds.

2.1 Differentiable group actions

Let G be a connected Lie group and g its Lie algebra. Suppose G acts smoothly
on a differentiable manifold M. Letting X (M) denote the vector fields on M, we
have a map

g→X (M)

X 7→ ξX

associating to each X ∈ g a vector field ξX on M. This map is a Lie algebra homo-
morphism: ξ[X,Y] = [ξX,ξY], where in the RHS we have the Lie bracket of vector
fields. On a function f ∈ C∞(M),

ξX f (m) = d

d t
f (e−tX ·m)

∣∣
t=0 .

This is an example of the Lie derivative. If η ∈X (M), then g acts on it via

X ·η= [ξX,η] .

Similarly, if θ ∈Ω1(M) in a one-form, then for all η ∈X (M),

(X ·θ)(η) := X ·θ(η)−θ(X ·η)

= ξXθ(η)−θ([ξX,η]) .

In general if ω ∈Ωp (M) is a p-form,

X ·ω := (d ı(ξX)+ ı(ξX)d)ω ,

where d is the exterior derivative and ı is the contraction operator defined by

(ı(ξ)ω) (η1, . . . ,ηp−1) =ω(ξ,η1, . . . ,ηp−1) .

As a check of this formula, notice it agrees on functions and on one-forms.

Let ξ be a vector field and let Lξ denote the Lie derivative on differential forms:
Lξ = d ı(ξ)+ ı(ξ)d . Then the following identities are easy to prove:

• ı(ξ)ı(η) =−ı(η)ı(ξ),

• Lξı(η)− ı(η)Lξ = ı([ξ,η]), and

• LξLη−LηLξ =L[ξ,η],

for all vector fields η,ξ. Notice in particular that the Lie derivative of a closed
form is always exact. Hence a connected Lie group acting on M induces a trivial
action on the de Rham cohomology.
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2.2 Symplectic group actions

Now let (M,ω) be a symplectic manifold. That is, ω ∈ Ω2(M) is a closed non-
degenerate 2-form. In other words, dω= 0 and the natural map

[ : X (M) →Ω1(M)

ξ 7→ ξ[ = ı(ξ)ω ,

is an isomorphism with inverse ] :Ω1(M) →X (M). In local coordinates,

ω= 1
2ωi j d xi ∧d x j ,

nondegeneracy means that det[ωi j ] 6= 0.

We now take a connected Lie group G acting on M via symplectomorphisms,
i.e., diffeomorphisms which preserve ω. Infinitesimally, this means that if X ∈ g

then

0 = X ·ω
= d ı(ξX)ω+ ı(ξX)dω

= d ı(ξX)ω ,

whence the one-form ı(ξX)ω is closed. A vector field ξ such that ı(ξ)ω is closed is
said to be symplectic. Let sym(M) denote the space of symplectic vector fields. It
is clear that the symplectic vector fields are the image of the closed forms under
]:

sym(M) = ]
(
Ω1

closed(M)
)

.

If ξ[ is actually exact, we say that ξ is a hamiltonian vector field. This means that
there exists φξ ∈ C∞(M) such that

ξ[+dφξ = 0 .

This function is not unique because we can add to it a locally-constant function
and still satisfy the above equation. We let ham(M) denote the space of hamilto-
nian vector fields. Then we have that

ham(M) = ]
(
Ω1

exact(M)
)

.

We can summarise the preceding discussion with the following sequence of maps

0 −−−−→ H0
dR(M)

i−−−−→ C∞(M)
]◦d−−−−→ sym(M)

[−−−−→ H1
dR(M) −−−−→ 0 ,

where the kernel of each map is precisely the image of the preceding. Such se-
quences are called exact.

A G-action on M is said to be hamiltonian if to every X ∈ g we can assign a func-
tion φX on M such that ξ[X +dφX = 0. In this case we have a map g→ C∞(M).
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In a symplectic manifold, the functions define a Poisson algebra: if f , g ∈ C∞(M)
we define their Poisson bracket by

{ f , g } := ξ f g =ω(ξ f ,ξg ) ,

where ξ f is the hamiltonian vector field such that ξ[f + d f = 0. The Poisson
bracket is clearly skew-symmetric and obeys the Jacobi identity (since dω = 0)
and moreover obeys

{ f , g h} = { f , g }h + g { f ,h} ,

since ξ f is a derivation on functions. In particular it gives C∞(M) the structure of
a Lie algebra. A hamiltonian action is said to be Poisson if there is a Lie algebra
homomorphism g→ C∞(M) sending X toφX in such a way that ξ[X+dφX = 0 and
that

φ[X,Y] = {φX,φy } .

The obstruction for a symplectic group action to be Poisson can be measured
cohomologically. Indeed, it is a mixture of the de Rham cohomology of M and
the Chevalley–Eilenberg cohomology of g. For example, it is not hard to see that
if g is semisimple then the is no obstruction. In fact, the obstruction can be more
succinctly expressed in terms of the equivariant cohomology of M.

2.3 Symplectic reduction

If the G-action on M is Poisson we can define the moment(um) map(ping)

Φ : M → g∗

by Φ(m)(X) = φX(m) for every X ∈ g and m ∈ M. In a sense, this map is dual to
the map g→ C∞(M) coming from the Poisson action. The group G acts both on
M and on g∗ via the coadjoint representation and the momentum mapping Φ is
G-equivariant, intertwining between the two actions. Indeed, since the group is
connected, it suffices to prove equivariance under the action of the Lie algebra,
but this is simply the fact that

ξXφY = {
φX,φY

}=φ[X,Y] .

The equivariance of the moment map means that the G-action preserves the
level set

M0 := {m ∈ M|Φ(m) = 0} ,

which is a closed embedded submanifold of M provided that 0 ∈ g∗ is a regular
value of Φ. In this case, we can take the quotient M0/G, which, if the G-action
is free and proper, will be a smooth manifold. In general, it may only be an
orbifold. The following theorem is a centerpiece of this whole subject.2

2The subject of symplectic reduction is very old and many people have contributed to it. The
theorem here is but one statement which emphasises the rôle of the equivariant moment map-
ping. For a brief history of this subject you can consult [MRS00].
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Theorem 2.1 (Marsden–Weinstein). Let (M,ω) be a symplectic manifold and let
G be a connected Lie group acting on M with an equivariant momentum mapping
Φ : M → g∗. Let M0 = Φ−1(0) and let M̃ := M0/G. If M̃ is a manifold, then it is
symplectic and the symplectic form is uniquely defined as follows. Let i : M0 → M
and π : M0 → M̃ the natural maps: i is the inclusion and π sends every point in
M0 to the orbit it lies in. Then there exists a unique symplectic form ω̃ ∈ Ω2(M̃)
such that i∗ω=π∗ω̃.

A common notation for M̃ is M//G.

We will actually sketch the proof of a more general result, but before doing so we
need to introduce some notation.

2.4 Coisotropic reduction

A symplectic vector space (V,ω) is a vector space V together with a nondegener-
ate skew-symmetric bilinear formω. Nondegeneracy means that the linear map
[ : V → V∗ defined by v 7→ω(v,−) is an isomorphism. The tangent space Tp M at
any point p in a symplectic manifold is a symplectic vector space relative to the
restriction to p of the symplectic form.

If W ⊂ V is a linear subspace of a symplectic vector space, we let

W⊥ := {v ∈ V|ω(v, w) = 0 ∀ w ∈ W}

denote the symplectic perpendicular. Unlike the case of a positive-definite in-
ner product, W and W⊥ need not be disjoint. Nevertheless, one can show that
dimW⊥ = dimV −dimW. A subspace W ⊂ V is said to be

• isotropic, if W ⊂ W⊥;

• coisotropic, if W⊥ ⊂ W;

• lagrangian, if W⊥ = W; and

• symplectic, if W⊥∩W = {0}.

It is easy to see that if W ⊂ V is isotropic, then dimW ≤ 1
2 dimV, whereas if it is

coisotropic, then dimW ≥ 1
2 dimV. Lagrangian subspaces are both isotropic and

coisotropic, whence they are middle-dimensional. Notice that the restriction of
the symplectic structure to an isotropic subspace is identically zero, whereas if
W is coisotropic, the quotient W/W⊥ inherits a symplectic structure from that
of V.

Now let (M,ω) be a symplectic manifold and let N ⊂ M be a (closed, embedded)
sumbanifold. We say that N is isotropic (resp. coisotropic, lagrangian, sym-
plectic) if for every p ∈ N, Tp ⊂ Tp M is isotropic (resp. coisitropic, lagrangian,
symplectic).
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If G acts on (M,ω) giving rise to an equivariant moment mapping Φ : M → g∗,
then the zero locus M0 of the moment mapping turns out to be a coisotropic
submanifold. To prove this we need to show that (Tp M0)⊥ ⊂ Tp M0 for all p ∈ M0.
This will follow from the following observation. A vector v ∈ Tp M, p ∈ M0, is
tangent to M0 if and only if dΦ(v) = 0. However, for all X ∈ g,

dΦ(v)(X) = dφX(v) =ω(v,ξX) ,

which shows that (Tp M0)⊥ is the subspace of Tp M spanned by the ξX(p); in
other words, the tangent space of the G-orbit O through p. Now G preserves
M0, whence O ⊂ M0 and hence (Tp M0)⊥ = TpO ⊂ Tp M0.

We will now leave the case of a G-action and consider a general coisotropic sub-
manifold M0 ⊂ M and let i : M0 → M denote the inclusion. Let ω0 = i∗ω de-
note the pull-back of the symplectic form to M0. It is not a symplectic form,
because it is degenerate. Indeed, its kernel at p is (Tp M0)⊥ ⊂ Tp M0. We will
assume that dim(Tp M0)⊥ does not change as we move p. In this case, the sub-
spaces (Tp M0)⊥ ⊂ Tp M0 define a distribution (in the sense of Frobenius) called
the characteristic distribution of ω0 and denoted TM⊥

0 . We claim that it is in-
tegrable.

Let v, w be local sections of TM⊥
0 , we want to show that so is their Lie bracket

[v, w]. This follows from the fact that ω0 is closed. Indeed, if u is any vector field
tangent to M0, then

0 = dω0(u, v, w)

= uω0(v, w)− vω0(u, w)+wω0(u, v)

−ω0([u, v], w)+ω0([u, w], v)−ω0([v, w],u) .

All terms but the last vanish because of the fact that v, w ∈ TM⊥
0 , leaving

ω0([v, w],u) = 0 for all u ∈ TM0,

whence [v, w] ∈ TM⊥
0 .

By the Frobenius integrability theorem, M0 is foliated by connected submani-
folds whose tangent spaces make up TM⊥

0 . Let M̃ denote the space of leaves of
this foliation and let π : M0 → M̃ denote the natural surjection taking a point
of M0 to the unique leaf containing it. Then locally (and also globally if the fo-
liation ‘fibers’) M̃ is a manifold whose tangent space at a leaf is isomorphic to
Tp M0/Tp M⊥

0 for any point p lying in that leaf. We then give M̃ a symplectic
structure ω̃ by demanding that π∗ω̃ = ω0. In other words, if ṽ , w̃ are vectors
tangent to a leaf, we define ω̃(ṽ , w̃) by choosing a point p in the leaf and lift-
ing ṽ , w̃ to vectors v, w ∈ Tp M0 and declaring ω̃(ṽ , w̃) = ω0(v, w). We have to
show that this is well-defined, so that it does not depend either on the choice
of p or on the choice of lifts. That it does not depend on the choice of lifts is
basically the algebraic result that since Tp M0 ⊂ Tp M is a coisotropic subspace,



BRST 2006 (jmf) 20

Tp M0/(Tp M0)⊥ inherits a symplectic structure. To show independence on the
point it is enough, since the leaves are connected, to show that ω0 is invariant
under the flow of vector fields in TM⊥

0 . So let v ∈ TM⊥
0 and consider

Lvω0 = d ı(v)ω0 + ı(v)dω0 ,

which vanishes because ω0 is closed and ı(v)ω0 = 0.

Finally, we show that (M̃,ω̃) is symplectic by showing that ω̃ is smooth and closed.
Smoothness follows from the fact that π∗ω̃ is smooth. To show that it is closed,
we simply notice that

π∗dω̃= dπ∗ω̃= dω0 = 0 ,

and then that π∗ is surjective.

In summary we have proved3 the following:

Theorem 2.2. Let (M,ω) be a symplectic manifold and i : M0 ,→ M be a coiso-
tropic submanifold. Then the space of leaves M̃ of the characteristic foliation of
i∗ω inherits locally (and globally, if the foliation fibers) a unique symplectic form
ω̃ such that π∗ω̃= i∗ω, where π : M0 → M̃ is the natural surjection.

Notice that the passage from M to M̃ is a subquotient: one passes to the coiso-
tropic submanifold M0 and then to a quotient. This is to be compared with the
cohomology of a complex which is also a subquotient: one passes to a subspace
(the cocycles) and then projects out the coboundaries. It therefore would seem
possible (or even plausible) that there is a cohomology theory underlying sym-
plectic reduction. Happily there is and is the topic to which we now turn.

2.5 Problems

Problem 2.1. Reduction of symplectic vector spaces.
Let (V,Ω) be a finite-dimensional symplectic vector space and let W ⊂ V be a
subspace. Show that dimV = dimW +dimW⊥, where W⊥ is the symplectic per-
pendicular. Show further that the quotient W/W ∩W⊥ inherits a unique sym-
plectic structure Ω̃ such that

π∗Ω̃= i∗Ω ,

where i : W → V is the inclusion andπ : W → W/W∩W⊥ is the natural projection.

Problem 2.2.
Prove that the Poisson bracket on C∞(M) satisfies the Jacobi identity. (Hint: use
that dω= 0.)

3modulo the bit about TM⊥
0 having constant rank, but we only used this in order to use

Frobenius’s Theorem. There is another integrability theorem due to Sussmann, which does not
require that TM⊥

0 have constant rank.
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Problem 2.3.
Show that if ω= dθ, where θ is G-invariant, then the action of G is Poisson.

Problem 2.4. Obstructions to a hamiltonian action.
Show that the Lie bracket of two symplectic vector fields is hamiltonian. Hence
show that if H1(g) = 0, then a symplectic action of g on (M,ω) is hamiltonian.
(Hint : If η,ξ are symplectic vector fields, show that ı[η,ξ]ω+dω(η,ξ) = 0.)

Problem 2.5. Obstructions to a Poisson action.
Assume that the action of G on M is hamiltonian; whence there is a map g →
C∞(M) taking X 7→ φX where ı(ξX)ω+ dφX = 0. For every X,Y ∈ g, define the
function

c(X,Y) =φ[X,Y] −
{
φX,φY

}
.

Show that dc(X,Y) = 0 so that it is locally constant. This defines a map c :Λ2g→
H0

dR(M). Show that c is a Lie algebra cocycle, where we interpret H0
dR as a trivial

g-module. Deduce that if and only if its cohomology class [c] ∈ H2
(
g;H0

dR(M)
)

is
trivial, can one find functions φ̃X satisfying ıξXω+dφ̃(X) = 0 and such that the
map g→ C∞(M) given by X 7→ φ̃X is a Lie algebra homomorphism.

Problem 2.6. Another view on the obstructions.
Let G act on (M,ω) preserving the symplectic form. Letϕ : G×M → M denote the
G-action. Define an actionψ : G×G×M → G×M of G on G×M by ψ(g1, g2,m) =
(g1g2,m). Show that this makes ϕ into an equivariant map. Let prM : G×M → M
denote the cartesian projection and define the following 2-form on G×M:

ωϕ :=ϕ∗ω−pr∗Mω .

Show that ωϕ is closed and G-invariant, whence it defines a class in H2(G×M)G,
the cohomology of the subcomplex ofΩ•(G×M) consisting of G-invariant forms.
The equivariant Künneth formula gives an isomorphism

H2(G×M)G ∼= H2 (
g;H0(M)

)⊕H1 (
g;H1(M)

)⊕H0 (
g;H2(M)

)
by breaking upωϕ into forms of different bidegree. Show that the third compon-
ent vanishes in cohomology, whereas the first two are precisely the obstructions
to defining a Poisson action we encountered above.

Problem 2.7. Momentum conservation.
Let the G-action on M be Poisson. Show that the components of the moment
map are conserved quantities for any G-invariant hamiltonian.

Problem 2.8. Poisson actions and discrete stabilizers.
LetΦ : M → g∗ be the moment mapping for the Poisson action of G on M. Let p ∈
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M be a given point. Then the differential of the moment mapping at p defines a
linear map

dΦp : Tp M → g∗ .

Let Gp < G denote the stabilizer of p in G. Show that it is a closed subgroup of G.
Let gp denote its Lie algebra. Show that ImdΦp = g0

p , where

g0
p = {

α ∈ g∗
∣∣α(X) = 0, ∀X ∈ gp

}
is the annihilator of gp in g∗. Conclude that if 0 ∈ g∗ is a regular value of the
moment map, the group G acts with discrete stabilizers on M0 = Φ−1(0). Such
actions are said to be locally free and the quotient M0/G will generally be an
orbifold.

Problem 2.9. Cotangent bundles.
Let N be a smooth manifold and let T∗N denote its cotangent bundle. We let
π : T∗N → N denote the projection. Show that there is a one-form θ ∈Ω1(T∗N)
defined by either one of the following equivalent conditions:

1. γ∗θ = γ, where γ ∈ Ω1(N) thought of as a smooth map N → T∗N on the
LHS;

2. θα = α◦π∗, where α ∈ T∗N; or

3. θ= pi d q i relative to local coordinates (q i , pi ) for T∗N.

(The problem consists in showing that the definitions are equivalent and that
they do define θ uniquely.) The one-form θ is called the tautological one-form
on T∗N. Show that ω=−dθ is a symplectic form. Let G be a group acting on N
via diffeomorphisms. Show that the natural action of G on T∗N, under which π

is equivariant, preserves the tautological one-form. Use Problem 2.3 to deduce
that the G-action on T∗N is Poisson and write an expression for the moment
mapping. Assuming that the action of G on N is free and proper so that N/G is a
manifold, show that T∗N//G is symplectomorphic to T∗(N/G).
(Hint: For the moment mapping, show that at the point (p,α) ∈ T∗N, the com-
ponent in the direction X ∈ g is given by φX(p,α) = α(ηX(p)), where the ηx ∈
X (N) are the vector fields generating the G-action on N.)

Problem 2.10. Reduction at nonzero momentum.
Generalise the symplectic reduction in Section 2.3 to the case of nonzero mo-
mentum. In other words, let α ∈ g∗ be a regular value of the moment map and
let Mα =Φ−1(α) be the submanifold of M consisting of points with momentum
α. Then let

Gα =
{

g ∈ G
∣∣∣Ad∗

g α= α
}
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denote the stabilizer of α. Show that Gα acts on Mα with discrete stabilizers.
Show that if the quotient Mα/Gα is a manifold it has a unique symplectic struc-
ture ω̃ such that π∗ω̃ = i∗ω, where i : Mα → M and π : Mα → Mα/Gα are the
natural maps. Show further that Mα/Gα is diffeomorphic to Φ−1(Oα)/G, where
Oα is the coadjoint orbit of α.

Problem 2.11. Coadjoint orbits and the KKS construction.
Let G be a Lie group, g its Lie algebra and g∗ its dual. The group G acts on g via

the adjoint representation and on g∗ via the coadjoint representation. Explicitly,
if we identify g with T1G and g∗ with T∗

1 G, then the adjoint representation is

Adg = (Lg )∗ ◦ (Rg−1 )∗ : T1G → T1G

and its dual is the coadjoint representation. If α ∈ g∗, then let Oα denote the
coadjoint orbit of α. In this problem we will show that Oα is naturally a sym-
plectic manifold. In particular, this will show that Oα is even-dimensional.

1. Since g∗ is a vector space, we can identify the tangent spaces at each point
with g∗ itself. We define a bivector B on g∗ as a map g∗ → Λ2g∗ taking
α 7→ Bα, where Bα(X,Y) = α([X,Y]). Let Gα < G denote the stabilizer of α
under the coadjoint representation and let gα denote its Lie algebra. Show
that the radical of Bα is precisely gα, and hence show that Bα induces a
nondegenerate skew-symmetric bilinear form on g/gα.

2. Show that there is an exact sequence

0 −−−−→ gα −−−−→ g
σα−−−−→ TαOα −−−−→ 0 ,

where the map σα : g → TαOα is given by σα(X) = ξX(α), where ξX are the
vector fields which generate the coadjoint action on g∗. Thus σα induces
an isomorphism TαOα

∼= g/gα via which Bα defines a nondegenerate 2-
form ω on Oα:

ω(ξX(α),ξY(α)) = Bα(X,Y) = α([X,Y]) .

Check explicitly that ω is nondegenerate.

3. Every X ∈ g defines a linear function on g∗ and, by restriction, on any
coadjoint orbit. We will let φX ∈ C∞(Oα) denote this function; that is,
φX(α) = α(X). Show that ξXφY =φ[X,Y] and that

ıξXω=−dφX . (5)

Use this to show that ω is G-invariant; that is, LξXω = 0 and hence con-
clude that ω is closed.
(Hint : For the first statement, compute LξX dφY.)
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4. Notice that equation (5) shows that the action of G on Oα is hamiltonian.
Show that this action is actually Poisson and prove that the moment map
is simply the inclusion Oα→ g∗.

The above procedure is called the Kirillov–Kostant–Souriau construction.

Problem 2.12. The KKS construction as a symplectic quotient.
In this problem you will show that the symplectic structure on a coadjoint orbit
constructed in Problem 2.11 arises from a symplectic quotient of T∗G, where
the G-action is induced by left multiplication on G. Since left multiplication is
a diffeomorphism, the canonical one-form on T∗G is invariant and hence the
G-action is Poisson. The point of this problem is to work out the moment map
explicitly and show that the symplectic quotients are the coadjoint orbits.

1. Let G act on itself via left multiplication. Show that the vector fields gen-
erating this action are the right-invariant vector fields on G.

2. From Problem 2.9 we know that this action preserves the canonical sym-
plectic structure on T∗G and moreover that the action is Poisson with an
equivariant moment map Φ : T∗G → g∗. Show that Φ(g ,µ) = R∗

gµ, where
µ ∈ T∗

g G; that is, Φ is the map which trivialises the cotangent bundle via
right multiplication.

3. Let Mα =Φ−1(α) denote the level set of momentum α ∈ g∗. Show that Mα

is the graph of the right-invariant 1-form with value α at the identity and
hence diffeomorphic to the group G itself. Conclude that Mα ⊂ T∗N is a
submanifold.

4. Let Gα < G denote the stabilizer of α under the coadjoint representation.
Show that the action of Gα on Mα is simply left translations on the group
and conclude that the quotient Mα/Gα is diffeomorphic to the coadjoint
orbit Oα. Finally, show that this diffeomorphism is a symplectomorphism.

Problem 2.13. Dirac’s theory of constraints.
Letφa ∈ C∞(M), for a = 1, . . . ,k, be smooth functions on M which we will think of
as constraints. We will assume that 0 ∈Rk is a regular value of the map Φ : M →
Rk whose components are the φa . Let I denote the ideal in C∞(M) generated
by the {φa}; that is, I consists of linear combinations

f1φ1 +·· ·+ fkφk ,

where fa ∈ C∞(M). Let Ψ denote the vector space of linear combinations

c1φ1 +·· ·+ckφk ,
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where ca ∈ R. Then let F ⊂ Ψ be a maximal subspace with the property that
{F,Ψ} ⊂ I and let (ψi ) denote a basis for F and complete it to a basis for Ψ
by adding {χα}. Following Dirac, let us call the {ψi } first-class constraints and
the {χα} second-class constraints. Show that the matrix of Poisson brackets
Pαβ := {χα,χβ} is nondegenerate on the zero locus S of the second-class con-
straints and hence show that S is a symplectic submanifold. Write down an ex-
plicit expression for the Poisson bracket on S in terms of the Poisson bracket on
M and the matrix Pαβ. This is called the Dirac bracket. Finally show that the
zero locus of the first-class constraints {ψi } define a coistropic submanifold of
S. In this way we have reduced the general situation to the one of coisotropic
reduction.
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Lecture 3: The BRST complex

In this lecture we will present the homological approach to coisotropic reduc-
tion by first studying the case where the coisotropic submanifold is the zero
locus of an equivariant moment map coming from a group action. We will then
outline the general case of coisotropic reduction.

(Co)homology is algebraic by its very nature, whereas coisotropic reduction as
described above is geometric. This means that before we can relate them, they
must be phrased in a common language. In this case, and as much as it may hurt
one’s sensibilities, the simplest thing to do is to translate geometry into algebra.

3.1 An algebraic interlude

The natural algebraic structure associated to a smooth manifold M is its algebra
C∞(M) of smooth functions. It is a commutative associative unital algebra which
encodes a lot of information on M and from which in many cases on can re-
construct M. A symplectic structure on M lends C∞(M) additional structure.
The Poisson bracket turns C∞(M) into a Lie algebra and moreover, for any f ∈
C∞(M), { f ,−} is a derivation over the commutative multiplication. This turns
C∞(M) into a Poisson algebra.

Any closed embedded submanifold M0 of M defines an ideal I ⊂ C∞(M) con-
sisting of those functions which vanish on M0. We call this the vanishing ideal
of M0. If M0 = Φ−1(0) is the zero locus of a smooth function Φ : M → Rk where
0 ∈ Rk is a regular value, then the ideal I is precisely the ideal generated by the
components φi of Φ relative to any basis for Rk .

Every smooth function on M restricts to a smooth function on M0 and two such
functions restrict to the same function if and only if their difference belongs to
the ideal I . Conversely every smooth function on M0 can be extended (not
uniquely) to a smooth function on M. In other words, there is an isomorphism

C∞(M0) ∼= C∞(M)/I . (6)

We must now algebraize the fact that M0 is coisotropic. We start by recalling that
vector fields are derivations of the algebra of functions: X (M) = DerC∞(M).
From the isomorphism in (6), a derivation of C∞(M) gives rise to a derivation of
C∞(M0) if and only if it preserves the ideal I . Indeed, it is not hard to show that

DerC∞(M0) = {
ξ ∈ DerC∞(M)

∣∣ξ(I ) ⊂I
}

.

As we saw above, vector fields in TM⊥
0 are precisely the hamiltonian vector fields

which arise from functions in I , whence the coisotropy condition TM⊥
0 ⊂ TM0

becomes the condition that the vanishing ideal be closed under the Poisson
bracket: {I ,I } ⊂I . Such ideals are called coisotropic for good reason.
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Finally, the functions on M̃ are those functions on M0 which are constant on the
leaves of the foliation. Since the leaves are connected and the tangent vectors
to the leaves are the hamiltonian vector fields of functions in I , we have an
isomorphism

C∞(M̃) = {
f ∈ C∞(M0)

∣∣{ f ,I
}= 0

}
,

where { f ,I } = 0 on M0. Extending f to a function on M, the isomorphism be-
comes

C∞(M̃) = {
f ∈ C∞(M)

∣∣{ f ,I
}⊂I

}/
I ,

which does not depend on the extension because I is closed under the Poisson
bracket. In other words,

C∞(M̃) = N(I )/I ,

where N(I ) is the Poisson normalizer of I in C∞(M).

Notice that N(I ) is a Poisson subalgebra of C∞(M) having I as a Poisson ideal.
This means that the quotient N(I )/I inherits the structure of a Poisson al-
gebra.

The power of the algebraic formalism is that it continues to make sense in situ-
ations where the geometry might be singular. Indeed, it is possible now to reph-
rase this reduction purely in the category of Poisson algebras. Let P be a Poisson
algebra and I ⊂ P a coisotropic ideal. Then the normalizer N(I) ⊂ P of I in P is
a Poisson subalgebra containing I as a Poisson ideal, and hence the quotient
N(I)/I is a Poisson algebra, which we can think of as the reduced Poisson algebra
of P by I. The aim of the BRST construction is to construct a complex of Poisson
(super)algebras and a differential which is a Poisson (super)derivation so that its
cohomology (at least in zero degree) is isomorphic as a Poisson algebra to N(I)/I.
This turns out to be possible in huge generality, but the details of the construc-
tion depend on the ‘regularity’ of the ideal I. To keep things simple we will make
a regularity assumption along the way.

3.2 The BRST complex of a group action

As a warmup we will construct the BRST complex for the case of a group ac-
tion with an equivariant moment map Φ : M → g∗ which has 0 ∈ g∗ as a regular
value. Let M0 =Φ−1(0) be the coisotropic submanifold of zero momentum and
let I denote its vanishing ideal. Let π : M0 → M̃ denote the projection onto
the quotient M̃ = M0/G. The pull-back π∗ : C∞(M̃) → C∞(M0) allows us to view
functions on the quotient as functions on M0. Indeed, a function on M0 comes
from a function on M̃ if and only if it is constant on the fibres, which are the G-
orbits. Since G is connected, this is the same thing as being constant along the
flows of the vector fields ξX, which is the same thing as Poisson-commuting with
(the restriction to M0 of) φX, or in more algebraic terms,

C∞(M̃) ∼= C∞(M0)g = H0 (
g;C∞(M0)

)
.
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This is not satisfactory because C∞(M0) is a quotient of C∞(M), whereas we
would like to work directly with C∞(M). This suggests, as discussed in 1.4, to
introduce a resolution for C∞(M0) in terms of (modules over) C∞(M).

3.2.1 The Koszul resolution

To understand why such a resolution might exist, let us recall that C∞(M0) ∼=
C∞(M)/I is already a projection of C∞(M), where I is the vanishing ideal of
M0. The first fact we will need is that the vanishing ideal I coincides with the
ideal I[Φ] generated by (the components of) the moment map.

Lemma 3.1. The ideal I[Φ] generated by the components of the moment map is
precisely the vanishing ideal I of M0.

Proof. Since the components of the moment map vanish on M0, it is clear that
I[Φ] ⊆ I . What we have to show is that if a function vanishes on M0 it is con-
tained in the ideal generated by the components of the moment map. We only
prove this locally, leaving the globalisation to a standard argument using parti-
tions of unity.

Let N = dimM and k = dimg for definiteness. We will choose a basis Xi for g and
letφi =Φ(Xi ) be the components of the moment map relative to this basis. Since
M0 is an embedded submanifold, around every point of M0 there is an open set
U ⊂ M and local coordinates (x , y) : U →RN−k ×Rk where y i =φi for i = 1, . . . ,k.
Suppose now that a function f vanishes on M0. Restricting to U, and thinking of
it as a function on RN, we have that f (x ,0) = 0 for all x . Then

f (x , y) =
∫ 1

0

d
d t f (x , t y)d t

=
∫ 1

0

k∑
i=1

y i (Di f )(x , t y)d t

=
k∑

i=1
φi

∫ 1

0
(Di f )(x , t y)d t ,

whence the restriction of f to U belongs to the ideal generated by theφi . In other
words, there are functions hi

U ∈ C∞(U) such that f |U =∑
i hi

Uφi |U. We now cover
M with such charts and patch things up with a partition of unity subordinate to
this cover, which ensures that f =∑

i hiφi for some hi ∈ C∞(M).

This means that we can build a two-step complex

g⊗C∞(M)
δ−−−−→ C∞(M)

δ−−−−→ 0 ,

where δ f = 0 for f ∈ C∞(M) and δX =φX, so that if (Xi ) is a basis for g, then

δ(
∑

i
Xi ⊗ fi ) =∑

i
fiφi ,
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where φi = Φ(Xi ), whence its image is the ideal I[Φ] = I. It is clear that δ so
defined obeys δ2 = 0, and its cohomology is

H0
δ =

C∞(M)

I
∼= C∞(M0) .

This is not yet a resolution because there is cohomology in positive degrees. In-
deed, the map g⊗C∞(M) → C∞(M) has kernel:

δ(
∑
i , j

Xi ⊗hi jφ j ) =∑
i , j

hi jφiφ j ,

whence if hi j = −h j i , then it is a cocycle. This suggests extending the complex
to the left

Λ2g⊗C∞(M)
δ−−−−→ g⊗C∞(M)

δ−−−−→ C∞(M)
δ−−−−→ 0 ,

where δ is extended as an odd derivation; that is,

δ(X∧Y⊗ f ) = Y⊗φX f −X⊗φY f .

In this way, we may kill the cocycle we found before, namely∑
i , j

Xi ⊗hi jφ j = δ

(
−1

2

∑
i , j

Xi ∧X j ⊗hi j

)
.

The general idea is now clear. Consider the graded vector space K• = Λ•g⊗
C∞(M) and define δ : Kq → Kq−1 by extending δ as a derivation. This defines
a complex (K•,δ)

· · · −−−−→ Λ2g⊗C∞(M)
δ−−−−→ g⊗C∞(M)

δ−−−−→ C∞(M) −−−−→ 0

called the Koszul complex.

Proposition 3.2. The homology of the Koszul complex is given by

Hp (K•) ∼=
{

C∞(M0) , p = 0

0 , otherwise.

Proof. We sketch the proof. A sequence of functions (φ1, . . . ,φk ) is said to be
regular if the following property holds for every j : if for some function f , φ j f
belongs to the ideal I j−1 generated by (φ1, . . . ,φ j−1), then f ∈ I j−1 already. Let-
ting I0 = 0, this implies that φ1 is not identically zero. Now from the Lemma
it follows that the sequence (φ1, . . . ,φk ), where φi = Φ(Xi ), is regular. Finally
it is a straight-forward result in homological algebra (see, for example, [Lan84,
Ch.XIV,§10,Theorem 10.5]) that the Koszul complex of a regular sequence is acyc-
lic in positive dimension.

Augmenting the complex by the homology, we obtain an exact sequence

· · · −−−−→ K2 δ−−−−→ K1 δ−−−−→ C∞(M) −−−−→ C∞(M0) −−−−→ 0 ,

which is a (projective) resolution of C∞(M0) in terms of (free) C∞(M)-modules,
called the Koszul resolution.
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3.2.2 The BRST complex

As was done in Section 1.4, we now construct a double complex

Cp,q = Cp (g;Kq ) =Λpg∗⊗Λqg⊗C∞(M)

and an associated total complex (C •,D) whose cohomology is given by The-
orem 1.1. In particular, we see that in degree zero, the cohomology of the total
complex is

H0(C •) ∼= H0(g;C∞(M0)) ∼= C∞(M̃) ,

which are the functions on the symplectic quotient. The total complex (C •,D) is
called the BRST complex and D is called the BRST differential. The total degree
is called ghost number.

One can actually prove [FO90] that the classical BRST cohomology is given by

Hn(C •) ∼= Hn(g)⊗C∞(M̃) .

The isomorphism H0(C •) ∼= C∞(M̃) in this theorem is one of vector spaces. How-
ever we know that C∞(M̃) is a Poisson algebra and it is therefore a natural ques-
tion to ask whether we can strengthen this theorem by showing that the iso-
morphism is one of Poisson algebras. This requires defining a Poisson algebra
structure on the BRST cohomology, which is the task we turn to now.

3.2.3 The classical BRST operator and the Poisson structure

We will now show that the total complex C • can be given the structure of a
graded Poisson superalgebra in such a way that the total differential D = {Q,−}
is an inner derivation by an element Q ∈C 1 called the classical BRST operator.
Since the differential acts by Poisson derivations, the cocycles are Poisson sub-
superalgebras of which the coboundaries are Poisson ideals, thus making the
cohomology into a Poisson superalgebra. In particular, the cohomology in di-
mension zero is a Poisson algebra.

The total complex isΛ(g⊕g∗)⊗C∞(M). We will show that it admits the structure
of a Poisson superalgebra, but first we will recall the relevant notions.

A Poisson superalgebra is a Z2-graded vector space P = P0 ⊕P1 together with
two bilinear operations preserving the grading:

P×P → P

(a,b) 7→ ab
and

P×P → P

(a,b) 7→ {a,b} ,

obeying the following properties:

• P is an associative supercommutative superalgebra under multiplication:

a(bc) = (ab)c and ab = (−1)|a||b|ba ,
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• P is a Lie superalgebra under Poisson bracket:

{a,b} = (−1)|a||b|{b, a} and {a, {b,c}} = {{a,b}c}+ (−1)|a||b|{b, {a,c}} ,

• the Poisson bracket is a derivation over multiplication:

{a,bc} = {a,b}c + (−1)|a||b|b{a,c} ,

for all a,b,c ∈ P and where |a| equals 0 or 1 according to whether a is even
or odd, respectively.

The algebra C∞(M) is clearly an example of a Poisson superalgebra without odd
part. On the other hand, the exterior algebraΛ(g⊕g∗) posseses a Poisson super-
algebra structure. The associative multiplication is given by the wedge product
and the Poisson bracket is defined for X,Y ∈ g and α,β ∈ g∗ by

{α,X} = α(X) = {X,α} {X,Y} = 0 = {α,β} .

We then extend it to all of Λ(g⊕g∗) as an odd derivation.

To show that the total complex C • is a Poisson superalgebra we need to discuss
tensor products. Given two Poisson superalgebras P and Q, their tensor product
P⊗Q can be given the structure of a Poisson superalgebra as follows. For a,b ∈ P
and u, v ∈ Q we define

(a ⊗u)(b ⊗ v) = (−1)|u||b|ab ⊗uv

{a ⊗u,b ⊗ v} = (−1)|u||b| ({a,b}⊗uv +ab ⊗ {u, v})

One can easily show that these operations satisfy the axioms of a Poisson super-
algebra.

Now let P be a Poisson superalgebra which, in addition, is Z-graded, that is, P =⊕
n Pn and Pn Pm ⊆ Pm+n and {Pn ,Pm} ⊆ Pm+n ; and such that the Z2-grading is

the reduction modulo 2 of theZ-grading, that is, P0 =⊕
n P2n and P1 =⊕

n P2n+1.
We call such an algebra a graded Poisson superalgebra. Notice that P0 is a Pois-
son subalgebra of P.

For example, C =Λ(g⊕g∗)⊗C∞(M), with the grading described above becomes
a Z-graded Poisson superalgebra. Although the bigrading is preserved by the
exterior product, the Poisson bracket does not preserve it. In fact, the Poisson
bracket obeys

{Ci , j ,Ck,l } ⊆ Ci+k, j+l ⊕Ci+k−1, j+l−1 ,

but the total degree is preserved.

By a Poisson derivation of degree k we will mean a linear map D : Pn → Pn+k

such that

D(ab) = (Da)b + (−1)k|a|a(Db)

D{a,b} = {Da,b}+ (−1)k|a|{a,Db} .

The map a 7→ {Q, a} for some Q ∈ Pk is an inner Poisson derivation.
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Proposition 3.3. The total differential D = {Q,−}, where Q ∈C 1 is given explicitly
by the following expression

Q =αiφi − 1
2 f i

j kα
j ∧αk ∧Xi ,

where we have introduced a basis (Xi ) for g, relative to which [Xi ,X j ] = f k
i j Xk and

a dual basis (αi ) for g∗ and where we have used the summation convention.

Proof. Being a derivation, it is enough to show that {Q,−} acts as it should on
the generators; that is, on functions f ∈ C∞(M), and elements Y ∈ g and β ∈ g∗.
Clearly,

{Q, f } =αi {φi , f } ∈ g∗⊗C∞(M)

agrees with the Chevalley–Eilenberg differential d f . On β ∈ g∗,

{Q,β} =−1
2βi f i

j kα
j ∧αk ∈Λ2g∗

which again agrees with dβ. Finally on Y ∈ g we have

{Q,Y} = Yiφi + f i
j k Ykα j ∧Xi ,

where the first term agrees with δY = φY and the second term agrees with dY ∈
g∗⊗g defined by dY(Z) = [Z,Y].

One can show that the classical BRST operator Q satisfies {Q,Q} = 0, which is not
immediate because the Poisson bracket on odd elements is symmetric.

Notation. It is customary in the Physics literature to denote the image of Xi and
αi in Λ(g⊕g∗) by bi and c i , respectively, and to also drop the explicit mention
of the wedge product. In this notation, which we shall adopt from now on, the
classical BRST operator can be rewritten

Q = c iφi − 1
2 f i

j k c j ck bi .

The c i and bi are the classical ghosts and antighosts, respectively.

3.3 The general BRST complex

We briefly indicate the construction of the BRST complex in the more general
case where M0 is a coisotropic submanifold which is not necessarily the zero
level set of an equivariant moment mapping. We will make the simplifying as-
sumption that M0 has trivial normal bundle, so that it is given as the zero set of
a smooth function Φ : M → V, where V is a (k = codimM0)-dimensional vector
space. Choose a basis (e1, . . . ,ek ) for V and let Φ = ∑k

i=1φi e i for some smooth
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functions φi : M → R. Since M0 is a submanifold (equivalently, 0 ∈ V is a regular
value of Φ), the φi generate the vanishing ideal of M0:

I =
{

k∑
i=1

fiφi

∣∣∣∣∣ fi ∈ C∞(M)

}
.

Furthermore, since M0 is coisotropic, the vanishing ideal is closed under the
Poisson bracket: {I ,I } ⊂I . At the level of the φi , this means that

{φi ,φ j } =
k∑
`=1

f `i jφ` ,

for some functions f `i j ∈ C∞(M). In the case of the group action, these func-
tions are constant and agree with the structure constants of the Lie algebra in
the chosen basis.

We will now mimic the construction of the BRST complex in the group case. Let

Cp,q :=Λp V∗⊗Λq V ⊗C∞(M) ,

and let C n := ⊕
p−q=n Cp,q . Then C := ⊕

n C n =Λ(V ⊕V∗)⊗C∞(M) is a graded
Poisson superalgebra, where Λ(V ⊕V∗) inherits the Poisson superalgebra struc-
ture from the dual pairing between V and V∗; that is, on generators,

{α, v} = α(v) = {v,α} {α,β} = 0 = {v, w} ,

for all v, w ∈ V and α,β ∈ V∗. Let (e i ) and (θi ) be canonical dual bases for V
and V∗, respectively. Their images in the Poisson superalgebra Λ(V ⊕V∗) will
be denoted by bi and c i respectively. Furthermore we will not write the wedge
product explicitly.

Theorem 3.4. Let Q ∈C 1 satisfy {Q,Q} = 0. Let Q = Q0+Q1+·· · , with Qi ∈ Ci+1,i ,
and Q0 = c iφi . Then D := {Q,−} : C • →C •+1 is a differential and the cohomology
of the graded complex (C •,D) in degree zero is given by

H0(C •) ∼= N(I )

I
,

where N(I ) is the normalizer of I in C∞(M) and the isomorphism is one of Pois-
son algebras.

In other words, the existence of such a Q allows us to construct a BRST complex
computing in zero degree the Poisson algebra of functions on the coisotropic
reduction of M by M0.

It remains to show that such a Q exists. This can be proven by induction on
the obvious filtration degree in C , using the acyclicity of the Koszul differential.
The first thing we notice is that the general BRST differential D = {Q,−} will have
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terms of different bidegrees and hence it will not be the total differential of a
double complex, as in the case of a group action. Nevertheless, D has ghost
number 1, and moreover it will not decrease the p degree:

D : Cp,q → Cp,q−1 ⊕Cp+1,q ⊕Cp+2,q+1 ⊕·· · .

Moreover, the part of D which maps Cp,q → Cp,q−1 only depends on the part
Q0 = c iφi of Q in C1,0, which can be seen to agree with the Koszul differential.
What we have to show is that there are Qi ∈ Ci+1,i such that Q = Q0 +∑

i>0 Qi

satisfies {Q,Q} = 0.

This suggests filtering the complex C by the number of ghosts; that is, defining

FnC := ⊕
p≥n

q

Cp,q ,

so that
C = F0C ⊃ F1C ⊃ ·· · ⊃ Fk C ⊃ Fk+1C = 0 .

We will build Q inductively. Let R j = Q0+Q1+·· ·+Q j . The inductive hypothesis
is that {R j ,R j } ∈ F j+2C. Notice that R0 = Q0 and that

{Q0,Q0} = c i c j {φi ,φ j } ∈ F2C ,

whence the zeroth step in the induction is satisfied. Before proving that the in-
ductive hypothesis propagates, let us do the first case “by hand” to see what is
involved. The Jacobi identity for the Poisson bracket,

{Q0, {Q0,Q0}} = 0 ,

implies that {Q0,Q0} = 0 is a Koszul cocycle. In fact, it is also a coboundary:

{Q0,Q0} = c i c j {φi ,φ j } = c i c j f `i jφ` = δ
(
c i c j b` f `i j

)
.

This suggests defining Q1 = −1
2 c i c j b` f `i j , so that, R1 = Q0 +Q1 obeys {R1,R1} ∈

F3C, extending the hypothesis.

Lemma 3.5. With the above notation and with the above induction hypothesis,
δ{R j ,R j } = 0.

Proof. By induction, {R j ,R j } ∈ F j+2C. We want to show thatδ{R j ,R j } = {Q0, {R j ,R j }}
mod F j+3C = 0. In other words, we want to show that {Q0, {R j ,R j }} ∈ F j+3C. In-
deed, by the Jacobi identity {R j , {R j ,R j }} = 0, it follows that

{Q0, {R j ,R j }} =−{Q1 +·· ·+Q j , {R j ,R j }} ,

which is clearly in F j+3C, since {R j ,R j } ∈ F j+2C and {Qi>0,−} has positive filtra-
tion degree.
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By the acyclicity of the Koszul differential in nonzero degree, there exists Q j+1

such that 2δQ j+1 + {R j ,R j } = 0, whence 2{R j ,Q j+1}+ {R j ,R j } ∈ F j+3C. Letting
R j+1 = R j +Q j+1, we see that this implies that

{R j+1,R j+1} = {R j ,R j }+2{R j ,Q j+1}+ {Q j+1,Q j+1} ∈ F j+3C .

This propagates the induction hypothesis and completes the proof of the exist-
ence of Q.

3.4 A quantum fantasy

The main uses of BRST cohomology are in the quantization of constrained sys-
tems. It is often that one is faced with a constrained phase space defined by a
symplectic manifold M and a coisotropic submanifold M0 and, hence, with the
coisotropic reduction M → M̃. Furthermore it is often the case that one wishes
to quantize the system whose physical phase space is defined by M̃. This is often
difficult in practice, e.g., due to the absence of natural coordinates on M̃, or un-
desirable due to perhaps the loss of important properties such as ‘manifest cov-
ariance’ or ‘locality’. If, however, we were able to quantize M, we may define the
quantization of M̃ by the seemingly circuitous route of exhibiting C∞(M̃) as the
classical BRST cohomology of C∞(M), quantizing the classical BRST complex,
which is no harder to quantize than C∞(M) itself, and then computing quantum
BRST cohomology. In other words, we have a diagram

C∞(M)
quantization−−−−−−−−→ H

classical BRST

y yquantum BRST

C∞(M)
quantization−−−−−−−−→ H̃ ,

and one then defines the bottom horizontal arrow, which need not ’exist’ in
practice, by going around the other way.

3.5 Problems

Problem 3.1. A Poisson algebra as an algebra with only one operation
Let P be a Poisson algebra; that is, P has a commutative associative multiplica-
tion (a,b) 7→ ab and a Lie bracket (a,b) 7→ {a,b} satisfying the condition {a,bc} =
{a,b}c + {a,c}b. Define a new multiplication on P by

(a,b) 7→ a •b := 1p
2

(ab + {a,b}) .

Show that the new operation satisfies the condition

(a • c)•b + (b • c)•a − (b •a)• c − (c •a)•b = 3A(a,b,c) , (7)
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where A is the associator: A(a,b,c) = a • (b • c)− (a •b)• c.
Conversely, if P is a vector space with a multiplication (a,b) 7→ a • b obeying
equation (7), show that

ab := 1p
2

(a •b +b •a) and {a,b} := 1p
2

(a •b −b •a)

turn P into a Poisson algebra.
For extra credit, formulate and prove a ‘super’ version of these results.

Problem 3.2. Poisson algebras have a tensor product
Show that the tensor product of two Poisson superalgebras is naturally a Poisson
superalgebra.

Problem 3.3. Inner Poisson derivations
Let P =⊕

n Pn be a graded Poisson superalgebra and let ν : P → P denote the de-
gree derivation such that ν(a) = pa if a ∈ Pp . Show that if the degree derivation
is inner, then so is any other Poisson derivation of nonzero degree.

Problem 3.4. The cohomology of a Poisson derivation
Let P be a Poisson superalgebra and Q ∈ P an odd element satisfying {Q,Q} = 0.
Show that D := {Q,−} is a Poisson derivation and that D2 = 0. Then show that the
kernel of D is a Poisson sub-superalgebra containing the image of D as a Poisson
ideal. Conclude that the cohomology kerD/ImD is a Poisson superalgebra.

Problem 3.5. The square-zero property of the BRST operator
Show that the classical BRST operator Q in Proposition 3.3 satisfies {Q,Q} = 0.

Problem 3.6.
Show that a submanifold M0 ⊂ M is given by the zero locus of a smooth function
Φ : M →Rk , where k = codimM0, if and only if its normal bundle is trivial.

Problem 3.7. The general BRST cohomology in zero degree
Prove Theorem 3.4.
(Hint : Use ’tic-tac-toe’ as in the proof of Theorem 1.1, exploiting the acyclicity
of the Koszul complex in positive degree. Where is the Koszul differential in D?)

Problem 3.8. BRST cohomology for general coisotropic M0

Let us try to extend the construction of the general BRST complex to the case
when M0 has nontrivial normal bundle. Cover M by open sets {Uα} such that
either M0 ∩Uα = ∅ or else the normal bundle of M0 is trivial on Uα∩M0. From
now on we will consider only those α for which Uα ∩M0 6= ∅. On each such
Uα, the ideal Iα ⊂ C∞(Uα) of functions vanishing on Uα ∩M0 is generated by
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k functions φαi . By the results in the lecture there is on Uα a local BRST oper-
ator Qα ∈ Λ(V ⊕V∗)⊗C∞(Uα) obeying {Qα,Qα} = 0 and the BRST cohomology
in zero degree is isomorphic as a Poisson algebra to N(Iα)/Iα, where N(Iα) is the
normalizer of Iα in C∞(Iα). Now consider two overlapping open sets Uα and Uβ

with Uα∩Uβ∩M0 6=∅. Show that whereas the complexes need not agree in the
overlap Uα∩Uβ, the BRST cohomologies are isomorphic (at least in zero degree,
although it can be shown that they agree in general). Conclude that to each Uα

intersecting M0, we can assign a Poisson algebra Pα := N(Iα)/Iα and isomorph-
isms ψαβ := Pα|Uα∩Uβ

→ Pβ|Uα∩Uβ
. Show that this defines a sheaf of Poisson al-

gebras, whose space of global sections is precisely N(I )/I .
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